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Abstract— Cloud Computing is becoming a popular paradigm. In recent trend lot of new services are based on Cloud Environments, and a lot of peo-
ple are using Cloud networks. Since different types of service providers coexist and their billing strategies are different, a VM monitoring system is being 
introduced to monitor VMs and to migrate VM in different Cloud. To automate VM migration a broker module has been introduced based on VM moni-
tored data. In this paper a Broker Architecture has been designed to reduce effort of cost calculation and VM deployment.  

Index Terms— Broker Interface, Cloud Service Provider, Hybrid Cloud Environment, Policy Comparator, Service Level    Agreement, VM 
Migration, VM Monitoring. 

——————————      —————————— 

1 INTRODUCTION                                                                     
HIS research work is based on Monitoring and Man-

agement of Virtual Machines (VMs) [1] in Cloud Envi-
ronment [2]. To provide automated dynamic resource al-

location, deployed systems are monitored and decisions are 
taken to scale virtual resources. VM migration [3, 4] allows 
applications to dynamically change bindings between pro-
grams and physical hosts to manage fail over recovery, to 
maximize resource utilization and to reduce cost.  

The popularity of large-scale cluster deployment [5, 6] in 
Cloud Environment increases day by day. To minimize the 
cost and maximize resource utilization, rented resources 
should be scaled dynamically. When some of these VMs are 
under-utilized it can be scaled down and vice versa. In this 
work, feasibility has been surveyed for the migration of VM. 
At the time of VM migration, downtime is being considered as 
negligible value. 

Migration provides the ability to move a running VM be-
tween physical hosts with no interruption to service. Migra-
tion is transparent to the end user. VMs are migrated from one 
Cloud Environment to another if sufficient resources are not 
available in the hosted Cloud Environment or sufficient Pri-
vate Cloud Resources are available to provide the service. Us-
ing migration, VM(s) can be seamlessly migrated without con-
siderable downtime and without requiring any special sup-
port for application replication. It provides desirable features 
in modern computing like server consolidation, performance 
isolation and ease of management.  

In this research Xen [7] is being used for Virtualization. 
There are two types of migration schemes, Live migration and 
Cold migration. In Live migration whole memory page tables 
are copied from current physical system to the target physical 

with transparency to the user without any service interrup-
tion. Using Live Migration, administrators can reduce planned 
downtime and improve their operational efficiency. In Cold 
migration VMs are halted before copying all its memory pages 
to the destination host and new VMs are restarted after suc-
cessful copy of all memory pages. In Cold migration down-
time is high compared to the Live migration technique for this 
reason in this research work Live migration has been consid-
ered. 

In the present scenario VMs can be deployed and run in 
public Cloud Service Provider’s (CSP) infrastructure directly 
by provided client interface. But deployment process is manu-
al in nature. Service users should decide what to do if scale up 
or scale down is required. Even a less experienced service user 
may be confused to choose the best fit service provider accord-
ing to their need. 

In recent days many Cloud Service Provider (CSP) are 
available. To select the best provider and to manage and au-
tomate the VM deployment process, one VM management and 
monitoring module (Broker) module has been introduced. 

In this context section 2 describe the proposed Architecture 
of Broker in details followed by different operational flow in 
section 3. 

2 PROPOSED ARCHITECTURE OF CLOUD BROKER  
Cloud Computing allows user to easily rent access to fully 
featured applications, computing infrastructure and data stor-
age. A high level of compatibility can be maintained between 
legacy application and workloads in an IaaS Cloud, because 
IaaS Clouds allow users to install and run operating systems 
according to their need. 

This paper proposes a model for automated monitoring 
and management of VM(s) using Broker Interface in gradually 
growing CSP’s. Figure 1 depicts the proposed Architecture of 
Cloud Broker. Proposed Broker Architecture allows user to 
easily monitor VM resource usages to scale Virtual Resources 
according to the number of service requests. 
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User interacts to Broker Interface and Broker module dis-

patches the request to suitable CSP’s Infrastructure. It aggre-
gates the infrastructure demands from the user and evaluates 
them against the available services published by CSPs. Based 
on submitted user requirements; a Requirement Descriptor 
(RD) file is generated. 

 Policy Comparator (PC) finds out suitable CSP based on 
defined parameters of RD.  If available resources are sufficient 
to fulfill user’s need, PC generates Acknowledgement Mes-
sage (AckMsg) to user and selects the CSP to reduce the cost 
and better performance; otherwise it will notify user about 
unavailability of the required resources’. After completing the 
resource comparison operation, the PC unit generates De-
ployment Descriptor (DD) containing the deployment details; 
and forwards it to the Deployer module to reserves the re-
sources in CSP.  

Monitoring Engine (ME) fetches the metrics data according 
to mentioned parameter in RD through Agent and compares 
fetched matrices data stored in Agreed Service Level Agree-
ment (SLA) Repository. This comparison mechanism runs re-
peatedly after certain time gap mentioned by the Broker. The 
ME unit instructs PC unit whether the resources’ are underuti-
lized or overloaded.  

In this context the following subsections describe different 
modules of proposed Architecture. Subsection 2.1 describes 
the functionality of Broker Interface, followed by working 
principle of Policy Comparator in subsection 2.2. Subsection 
2.3 describes the working principle of Deployer module, fol-
lowed by different monitoring activities by Proposed Monitor-
ing Engine in subsection 2.4. 

 
2.1 Broker Interface (BI) 
BI enables users to place requirement via this interface. This is 
an interface of proposed Cloud Service Broker (CSB) to pro-
vide brokering functions between different CSP(s) and Cloud 
Service users. The CSB Interface provides the ability to access 
and control an appropriate Cloud resource to satisfy specific 
criteria. Another purpose of BI is to handle login or registra-
tion of user and generate a unique ID for user  

 
2.2 Policy Comparator (PC) 
Policy comparator is notified in two different ways. Firstly it 
gets some new request submitted from client interface (Broker 
Interface) and for deployed VMs, monitoring engine collects 
data and decide whether scaling is required and notifies PC 
unit.  

The work of PC has two fold. First, PC unit has the infor-
mation about the CSP’s resource characteristics for the in-
stance types offered by the registered CSP. This thesis paper 
only considers, IaaS resources offered by the four CSPs like, 
Amazon EC2, GoGrid, Elastic Host and Moso, the resource 
characteristics are described in fig 2. The implemented PC 
functionality of the broker is extensible enough to permit the 
easy integration of custom resource matching policies.  

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
 

Finding the best suitable Provider the Policy Comparator 
unit instructs Deployer to deploy the job on that particular 
CSP. PC specifies deployment using XML document. XML 
document describes a deployment consisting of several nodes, 
which correspond to VMs.  

In second case ME unit informs the PC unit about the ac-
tion need to perform to maintain the SLA after comparing the 
metrics data saved in SLA Repository and data fetched from 
the presently running VMs. If ME unit sends AckMsg to the 
PC unit then it instruct the Deployer not to engage in any op-
eration, but if the ME sends any Action to the PC then it will 
engage in operation according to the nature of the action. Op-
eration can be broadly classified in two types one is scale up 
and another is scale down. If the action is regarding the over-
load of resource then the ME instructs the PC to select new 
VM to maintain the SLA. So the PC unit checks the available 
best suitable VM from the Database and compares the re-
quirements according to need and informs Deployer to deploy 
that particular VM. The resource characteristics of the VMs are 
stored in database as shown in fig 2. After deploying the VM, 
it migrate the overloaded job to the newly deployed VM. If the 
action is regarding the under utilization of resource and mul-
tiple VMs are running then need to scale down to reduce the 
cost. So PC instructs to the Deployer to copy the job from un-
derutilized VMs to another running VMs. 

 

 
Fig. 1. Architecture of Proposed Cloud Broker.  

 

 
Fig. 2. Resource Characteristics.  
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2.3 Deployer 
The tasks of Deployer are deploying the VM(s) in specified 
Cloud Environment, installing Monitoring Agent in deployed 
VM(s) and migration of VM(s) if needed. 

Deployer receives the DD document regarding Provider in-
formation from the PC unit and it deploys the VM(s). After 
deploying the VMs it installed Agents on that deployed 
VM(s).  

Agents have more capabilities and power than Agent less 
monitoring solutions and allow IT administrator to have more 
control of their monitoring configuration. In this proposed 
model Agent is installed in VMs to monitor VM's resource 
usage. The Agent's monitoring services include operating sys-
tem metrics, service state, process state, file system usage etc.  

Another task of Deployer module is to migrate and scale 
VM to fulfill user’s change requirement. If a VM is running in 
one Cloud Environment and it can be migrated to another 
Cloud Environment; Deployer performs the necessary steps.  

 

2.4 Monitoring Engine 
This component is solely responsible for interacting with the 
Monitoring Agent installed in the deployed VMs to monitor 
continuously and manages the resource to closer look over the 
SLA metrics data by comparing collected data and the stored 
SLA Repository data. The work of ME has two folds. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
First, ME Updates the resource status metrics including uti-

lization, memory, availability, and other metrics mentioned in 
the SLA based on feedback given by the Agent component. 

Secondly, it is responsible for comparing the SLA metrics 
based on the fetched monitoring data from the Agent. The 
comparison method is shown in the figure 3. 

The working mechanism of SLAC is to compare the SLA 
metrics based on the fetched monitoring data from the Moni-
toring Engine. After agreeing on SLA terms the SLA will store 
on the Agreed SLA Repository. If any changes in SLA metrics 
are required then it will be negotiated by the SLAN and up-
dated SLA will be stored on the Agreed SLA Repository. The 
internal working of the SLA Coordinator is shown in the fig 
2.Once the ME got the updated resource status metrics by the 
Agents; it loads the service SLA from the agreed SLA reposito-
ry. IaaS resource metrics from Agents and the metrics men-

tioned in SLA are parsed and send to the comparison unit. The 
Comparisons Unit’s knowledge about the managed system is 
represented as a number of rules, such as: 

 
• Facts: SLO violation occurred, resource X below 

threshold. 

• Action: Request increase of resource X 

This action will be forwarded to the PC unit whose work is 
to deploy the job and to manage the VM resources. 

3 OPERATIONAL FLOW  
The Operation Flow addresses the way of communication and 
interaction among different module to ensure effectiveness 
and efficiency step by step. 

The following subsections describe Operational flow 
among different modules. Subsection 3.1 describes the Basic 
Operational flow between the user, Broker and the CSP, fol-
lowed by VM Deployment flow in subsection 3.2. Subsection 
3.3 describes the VM Monitoring flow. 

 
 

3.1 Basic Operational Flow 
This operational flow shows the basic operation performed 
between the user, Broker and CSP as shown in Fig 4. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
The basic flow functions are being described below. 

1. A registered user logs in to the Brokers portal and after 
successful login the user gets access to the integrated 
CSP by Broker. 

2.  The user submits the job request to the Broker with 
some predefine SLA parameters like location aware-
ness, memory, cost, CPU speed, availability etc. 

3.  According to the mentioned SLA parameter or metrics 
the broker compare the available service based on some 
policy. Acknowledgement report is sent to the user af-
ter selecting the Provider or user is notified by unavail-
ability of proper services. 

4. The user request to Broker interface to deploy the se-

 

 
Fig. 3. Comparison Procedure.  

 

 
Fig. 4. Basic Operational Flow.  
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lected VMs and the job requested by him. 
5. The Broke deploys the selected VM(s) and job(s), re-

quested by the user. The Provider sends back the 
AckMsg message to the Broker after VM deployment 
and the same message is forwarded to the user by the 
Broker. 

6. User sends a stop message to stop the VMs after com-
pletion of job to the Broker. 

7. The Broker sends VM termination message to the cor-
responding CSP. CSP returns VM termination 
acknowledgement to the Broker. Broker sends 
acknowledgement to the user.  
 

3.2 VM Deployment Flow 
Fig 5 describes VM deployment procedure. 

1. The user requests for SLA template from Policy Com-
parator.  

2. Policy Comparator forward this query to the CSP for 
SLA template, provide by the various CSPs and sends 
it back to the user. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
3. User submits RD to the Policy Comparator. 
4. The Policy Comparator parses the SLA definition. 
5. The Policy Comparator finds the best suitable CSP by 

matching the CSP’s resource properties with the user’s 
service requirements. The user gets a response with re-
spect to the request from the Policy Comparator with 
the respective matching results. If none of the provid-
ers can be matched, the mentioned steps may be re-
peated for renegotiation or may exit else an agreement 
can be established with the matched provider. 

6. Policy Comparator stores the negotiated RD which is 
termed as SLA and it is stored on repository for future 
purpose. 

7. If negotiation is established then PC unit instruct the 
Deployment Engine to deploy the new VM(s). 

8. Then Deployment Engine install Agents to get monitor-
ing data of that VMs. Agent installment response sends 
to the Deployment Engine, Monitoring Engine, and 

Policy Comparator. 
9. VM deployment ID is send back to the user. 

 

3.3 VM Monitoring Flow 
Fig 6 describes the VM monitoring flow. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

1. At the time of job execution if user wants to update in 
SLA metrics then it inform to the Policy Comparator. 

2. The modified SLA is stored in SLA Repository. 
3. Policy Comparator request to Monitoring Engine for 

monitoring the VMs. 
4. Monitoring Engine request the Agent to get the men-

toring metric data from the VMs. The Agent returns the 
metrics data. 

5. The Policy Comparator prepares an xml document of 
gathered metrics data and stores that data. 

6. Policy Comparator has a comparison unit which com-
pares the monitor metrics data with the updated SLA 
metrics data. 

7. If the monitoring resource does not violate the SLA and 
it maintains the QoS then it sends an AckMsg to the 
Deployment Engine and if the monitoring metrics does 
not match with the SLA metrics then it request De-
ployment Engine to deploy new VMs to scale up or 
scale down. 

8. Deployment Engine informs Cloud Provider to scale 
up or scale down. 

9. After scale up or scale down the Policy Comparator in-
forms to the user about the action.  

 

4 CONCLUSION 
The Cloud service Broker has been designed to manage and 
monitor Virtual Machine(s) in Cloud Environment. The user 
needs to choose a template according to need. User should 
provide the required / mandatory information to fill up the 
template before submitting the request. In this proposed mod-
el the resource management and monitoring is the task of Bro-
ker. The broker automates system deployment and decides 
when resource should be migrated or scaled. 

 

 
Fig. 5. VM Deployment  Flow.  

 

 
Fig. 6. VM Monitoring  Flow.  
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